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The data

PCFG SET = PCFG-generated String Edit Task
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The tests
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introduce non-compositional exceptions to 

study generalisation vs memorisation
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Compositional evaluation shows
large performance drops

compared to i.i.d. evaluation...

...and models don’t behave local, don’t treat synonyms
as equals, and can memorise exceptions to rules
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 the five tests have been instantiated for many different 

datasets, languages and multiple modalities

Ripple effects: wide adoptation of tests



And a successful follow-up,
rethinking strict compositional 
generalisation for natural language
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But...
compositional evaluation

has changed

3

2



Controlled train-test splits ❌

Compositional generalisation in LLMs

train test

pretrain           mid-train                SFT               APO             downstream test

🤔
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So… how do we evaluate (compositional) generalisation in LLMs?



Do we still need to evaluate compositionality? 



In an orange meadow

1

2

chatGPT

, a squirrel is driving, a squirrel is driving a carriage

with six wheels
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Tools to analyse the training data? ?

Clear separation of form and meaning ❌

So… how do we evaluate (compositional) generalisation in LLMs?



Using multilingual consistency to evaluate 
(compositional?) generalisation

● Disentanglement of form and meaning

● Natural distribution shifts

● “Free” meaning preserving transformations



From Form(s) to Meaning: Probing the Semantic Depths of Language 
Models Using Multisense Consistency
https://direct.mit.edu/coli/article/50/4/1507/123794/From-Form-s-to-Meaning-Probing-the-Semantic-Depths
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Answer AnswerModel Model

Evaluate consistency

Do the following sentences have the 
same meaning? Sentence 1: “The 
Tabaci River is a tributary of the River 
Leurda in Romania.” Sentence 2: “The 
Leurda River is a tributary of the River 
Tabaci in Romania.” Please answer 
with “yes” or “no”.  

Original input

Paraphrase detection (en)

Generate another sense, using the model

Model

Translate the input sentences

Translate the instruction
Haben die folgenden Sätze die gleiche 
Bedeutung? Satz 1: “Der Fluss Tabaci 
ist ein Nebenfluss des Flusses Leurda 
in Rumänien.” Satz 2: “Der Fluss 
Leurda ist ein Nebenfluss des Flusses 
Tabaci in Rumänien.” Bitte antworten 
Sie mit “Ja” oder “Nein”. 

Alternative sense

Paraphrase detection (de)

“yes”
“ja” 

(yes)

Ex
am

pl
e

Consistency across ‘representations’

From form (s) to meaning: Probing the semantic depths of language models using multisense consistency 
Separating form and meaning: Using self-consistency to quantify task understanding across multiple senses

Ohmer et al. (2023, 2024)



Multisense consistency paradigm

If a model is not self consistent (correct or incorrect) across the two questions, can it be 
compositional?



Datasets



→ Even on simple factual questions the model generates inconsistent responses. 

ChatGPT results: Simple facts





Consistency for correct and incorrect examples

Separating form and meaning: Using self-consistency to quantify task understanding across multiple senses
Ohmer et al. (2023,)



Consistency on NLU 
benchmarks



→ These inconsistencies are also evident on standard NLU benchmarks for paraphrase 

detection, NLI, commonsense reasoning, and knowledge tests.

ChatGPT results: NLU benchmarks



Consistency and translation quality

We consider the quality of the translation to different senses, according to commonly used metrics. All scores are 
high, suggesting that the model’s inconsistencies are not driven by an inability to translate.



Consistency and correctness

Examples that are consistent and incorrect provide stronger evidence for a form-independent meaning  

understanding than consistent correct examples. The large difference between consistent correct and consistent 

incorrect thus indicates that some of the consistent correct  examples were correct independently. 



MultiLoKo: a multilingual local knowledge benchmark for LLMs
https://arxiv.org/abs/2504.10356

Nikolay Bogoychev
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MultiLoKo: a multilingual local knowledge 
benchmark for LLMs
● 31 languages 

● 500 questions per language, spread out over a validation and test set

● Sourced independently for each language, thus pertaining to locally relevant 
knowledge

● Includes human translations as well as machine translations (GT) for all non 

English language back to English, and for the English data to all other languages

https://huggingface.co/datasets/facebook/multiloko

https://huggingface.co/datasets/facebook/multiloko/viewer/default


Models don’t perform well, and the split is OOD



Poor disentanglement between form and meaning





Conclusion

● Using “traditional” compositionality tests is sheer impossible for LLMs

● With multilinguality we can assess if there is disentanglement between form and 

meaning, and rely on natural distribution shifts,  for now…

● Tests utilising this suggest that there is still some improvements to be made

● What is next?
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